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(ii) If $\sum \mu\left(A_{k}\right)=\infty$ and $\underline{A}_{k}$ are independent, then $S_{\infty}(x)=\infty$ a.e. i.e. almost every point $x \in X$ belongs to infinitely many $A_{k}$. Furthermore,

$$
\frac{S_{N}(x)}{E_{N}} \underset{\text { a.e. }}{\rightarrow} 1 \text { as } N \rightarrow \infty
$$

Here $S_{N}(x) \stackrel{\text { def }}{=} \#\left\{1 \leq k \leq N \mid x \in A_{k}\right\}=\sum_{k=1}^{N} 1_{A_{k}}(x)$
and $E_{N} \stackrel{\text { def }}{=} \sum_{k=1}^{N} \mu\left(A_{k}\right)=E\left[S_{N}\right]$.
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$\forall B \subset X$ with $\mu(B)>0$, define $A_{k} \stackrel{\text { def }}{=} T^{-k}(B)$; then
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$$
T:(X, \mu) \circlearrowleft \text { ergodic }
$$

§
$\forall B \subset X$ with $\mu(B)>0$, define $A_{k} \stackrel{\text { def }}{=} T^{-k}(B)$; then

$$
\frac{S_{N}(x)}{E_{N}}=\frac{\#\left\{1 \leq k \leq N \mid T^{k} x \in B\right\}}{N \mu(B)} \underset{\text { a.e. }}{\rightarrow} 1 \text { as } N \rightarrow \infty
$$

$\Uparrow$

$$
S_{\infty}(x)=\#\left\{k \in \mathbb{N} \mid T^{k} x \in B\right\}_{\text {a.e. }}=\infty
$$
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[Philipp 1969]: Take $T:[0,1] \circlearrowleft$ given by

- $T(x)=\beta x(\bmod 1)$ with $\beta>1$, or
- $T(x)=\{1 / x\}$ (the Gauss transformation),
and let $\mu$ be the unique $T$-invariant smooth measure on $[0,1]$.
Take any sequence of subintervals $\left\{B_{k}\right\}$ of $[0,1]$ with $\sum \mu\left(B_{k}\right)=\infty$, and let $A_{k} \stackrel{\text { def }}{=} T^{-k}\left(B_{k}\right)$. Then

$$
\frac{S_{N}(x)}{E_{N}} \underset{\text { a.e. }}{\rightarrow} 1 \text { as } N \rightarrow \infty .
$$

This, in particular, gives the optimal rate of approximation of arbitrary point of $[0,1]$ by orbit points $T^{k} x$ for a.e. $x \in[0,1]$.
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$$
\sum_{k=1}^{\infty} k^{m-1} \psi^{n}(k) \asymp E_{\infty}=\infty .
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Then

$$
\frac{S_{N}(x)}{E_{N}} \underset{\text { a.e. }}{\rightarrow} 1 \text { as } N \rightarrow \infty .
$$

In particular, almost every $Y$ lies in infinitely many $A_{k}$.

Even though in the above theorem the sets $A_{k}$ are not in the form $T^{-k} B_{k}$, in [K-Margulis 1999] it was explained, following an earlier work of [Sullivan 1982] and [Dani 1985], how the set-up of the previous slide is related to certain flows on the homogeneous space of unimodular lattices in $\mathbb{R}^{m+n}$.

Even though in the above theorem the sets $A_{k}$ are not in the form $T^{-k} B_{k}$, in [K-Margulis 1999] it was explained, following an earlier work of [Sullivan 1982] and [Dani 1985], how the set-up of the previous slide is related to certain flows on the homogeneous space of unimodular lattices in $\mathbb{R}^{m+n}$.

Following that work, we met with Kolya and started thinking about what else could be done...
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where $S_{N}$ and $E_{N}$ are defined as before, (A necessary condition: $E_{\infty}=\infty$, will always assume that.)
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$\Uparrow$
every such sequence is $s B C$.

Weak Mixing Criterion [Chernov-K 2001]: $T$ is weakly mixing

every sequence $\left\{B_{k}\right\}$ that contains only finitely many distinct sets, none of them of measure zero, is $B C$.
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Proof. Choose $\left\{B_{k}\right\}$ from $F_{1}, \ldots, F_{\ell}$; by weak mixing, $\forall i, j$
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Proof. Choose \(\left\{B_{k}\right\}\) from \(F_{1}, \ldots, F_{\ell}\); by weak mixing, \(\forall i, j\)
\[
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Proof. Choose \(\left\{B_{k}\right\}\) from \(F_{1}, \ldots, F_{\ell}\); by weak mixing, \(\forall i, j\)
\[
\begin{gathered}
\sum_{k=1}^{N}\left|\mu\left(T^{-k} F_{i} \cap F_{j}\right)-\mu\left(F_{i}\right) \mu\left(F_{j}\right)\right|=o(N) \\
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\]
for some subsequence \(\left\{N_{k}\right\}, S_{N_{k}} / E_{N_{k} \text { a.e. }} 1 \Rightarrow S_{\infty}=\infty\) a.e.
Converse - by looking at irrational rotations.
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Therefore to prove BC or sBC properties for certain classes of sequences (containing infinitely many distinct sets) it is necessary to impose certain restrictions on the sets \(B_{k}\).
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\]
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For example, starting with symbolic dynamics...
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A cylinder \(C\left(\omega_{\Lambda}\right) \subset \Sigma\) is obtained by fixing symbols of \(\underline{\omega} \in \Sigma\) on a finite interval \(\Lambda=\left[n^{-}, n^{+}\right] \subset \mathbb{Z}\), i.e. for \(\omega_{\Lambda}=\left\{\omega_{n^{-}}, \ldots, \omega_{n^{+}}\right\} \in\{1, \ldots, M\}^{\wedge}\) we set
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Theorem=Definition. [Bowen] For any Hölder continuous potential \(\psi: \Sigma \mapsto \mathbb{R}\) there is a unique \(\sigma\)-invariant Gibbs measure \(\mu\) on \(\Sigma\) and constants \(a_{1}, a_{2}>0\) and \(P\) (the topological pressure of \(\psi\) ) such that for every \(\underline{\omega} \in \Sigma\) and \(N \in \mathbb{N}\),
\[
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Proof of the Main Theorem. If \(B_{1}, B_{2}\) are cylinders defined on \(D\)-nested intervals \(\Lambda_{1}\) and \(\Lambda_{2}\) respectively, then the gap between intervals defining cylinders \(T^{-k}\left(B_{1}\right)\) and \(T^{-\ell}\left(B_{2}\right)\) is at least \(|\ell-k|-D \Rightarrow\) the convergence in (1) follows from (3) and the \(D\)-nested assumption.

Remark. The nesting assumption cannot be easily removed, there are examples of 'almost nested' non-BC sequences constructed in [Chernov-K 2001].

Application: to Anosov diffeomorphisms via Markov partitions [Chernov-K 2001].
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